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Increasingly, crowds plus machine learning techniques are being used to semi-automatically analyze the accessibility of built envi-
ronments; however, open questions remain about how to effectively combine the two. We present two experiments examining the
effect of crowdsourced data in automatically classifying sidewalk accessibility features in streetscape images. In Experiment 1, we
investigate the effect of validated data—which has been voted correct by the crowd but is more expensive to collect—compared with a
larger but noisier aggregate dataset. In Experiment 2, we examine whether crowdsourced labeled data gathered in one city can be used
as effective training data for another. Together, these experiments contribute to the growing literature in Crowd+AI approaches for
semi-automatic sidewalk assessment and help identify pertinent challenges.
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1 INTRODUCTION

Despite broad policy measures and an increasing emphasis on the design of inclusive cities [13], urban streets and
sidewalks remain largely inaccessible. The problem is not just a lack of accessibility but a lack of data on sidewalk
location and their condition, which fundamentally impacts policy making, urban planning, and the design of accessibility
features in tools like Apple or Google Maps [5, 15]. Traditionally, sidewalk data is gathered via in-person inspections
administered by local governments; however, this approach is laborious, expensive, and infrequent [2, 5, 12]. Thus,
emerging work has explored alternative methods using remote crowdsourcing [7, 16], computer vision [1, 9, 10, 19], or
both [8, 11].

While vision-based solutions are more scalable, they require copious amounts of training data. Large-scale, standard-
ized streetscape datasets like CityScapes [3] or Mapillary Vistas [14] exist and have dramatically accelerated research in
autonomous navigation. However, these labeled datasets do not include sidewalk accessibility features. Furthermore,
while automatic walkability [1] and surface condition assessment [10] have benefited from including streetscape
imagery, these experiments used expensive, researcher-labeled datasets for training, which limits experimental scope
and size (e.g., to only single neighborhoods or cities). To achieve larger training sets, others have explored crowdsourced
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labeling techniques [8, 19], which can engage community members and gather diverse perspectives on streetscape
accessibility but potentially create noisier datasets.

Recently, Weld et al. [19] showed how Project Sidewalk’s crowdsourced sidewalk accessibility feature dataset [16]
could be used to train and test deep learning methods for automatic sidewalk assessment. While promising, questions
remain about whether validated data—labels with correctness determined by crowd-voting—results in better model
performance compared to unvalidated but larger datasets. Additionally, Weld concludes by calling for cross-city
experiments that demonstrate the potential of model generalization—that is, can we train an AI model on labeled data
from one city and have it assess sidewalks in another? This is an important but difficult task: a generalizable AI model
would allow fast and broad assessment of sidewalk accessibility across the world; however, urban designs, pedestrian
pathways, and sidewalk degradations can be geographically and culturally specific [6].
In this paper, we examine:

R1: What is the effect of using unfiltered crowdsourced training data vs. a validated subset on model performance?
R2: How does model performance vary as a function of per-city training set composition?

To address these questions, we present two experiments using Project Sidewalk’s open sidewalk dataset, which has
grown to over 700,000 image-based labels and 400,000 validations across 10 cities [16]. Similar to Weld et al. [19], we
seek to classify the following sidewalk accessibility features: curb ramps, missing curb ramps, obstacles, and surface

problems. In Experiment 1, we compare a model trained on a large, unvalidated training dataset vs. a subset composed of
only positively validated labels (R1). Surprisingly, our results do not show a uniform improvement across each feature
type when using only validated training data–perhaps due to noise in the crowdsourced validations themselves and/or
the smaller dataset. In Experiment 2, extending Weld et al. [19], we conduct a series of experiments examining the effect
of cross-city model generalization. Here, our results show the promise of cross-city generalization—for example, we
were able to achieve an average of 76.8% recall and 77.1% precision over all label types in the city of Columbus without
any training data from Columbus itself. However, significant work is needed to improve results around generalizing
internationally.

In summary, our work helps advance the growing literature in Crowd+AI urban accessibility assessments by
highlighting tradeoffs in using larger but noisier training datasets vs. smaller but more expensive crowd-validated
datasets and examining the potential of cross-city model generalization.

2 DATASET

For our training and test datasets, we used the publicly available crowd-sourced sidewalk accessibility data provided by
Project Sidewalk [16]. The data consists of point labels on Google Streetview Panoramas of various feature types. Note
that, while we sought to classify the aforementioned four feature types, our data also contains labels of other feature
types supported in the Project Sidewalk labeling interface, such as crosswalks and missing sidewalks. A subset of labels
also include crowdsourced validation (agree/disagree) counts. For each label, we extract a 1000 × 1000px image crop
from the panorama the label belongs to centered around the label—this crop size was determined experimentally. Since
any given crop may contain multiple features simultaneously (e.g., a cracked curb ramp), we created a label set for each
crop containing all labels on the same panorama within 300px (determined experimentally) of the center.
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Table 1. The total counts for CR: curb ramp,MR: missing curb ramp, O: obstacle, and SP : surface problem labels in our training,
positively validated training, and test sets. Note that "Crops" does not represent a total label count since crops may contain more
than one label or no labels at all.

Unfiltered Train Data Positively Validated Train Data Test Data

City CR MR O SP Crops CR MR O SP Crops CR MR O SP Crops

Seattle 72,186 36,269 11,320 28,400 171,349 37,199 25,926 5,940 16,033 82,049 309 255 138 344 967
SPGG 4,528 23,202 53,361 24,967 100,033 2,269 8,814 5,764 9,231 22,022 210 336 356 470 969
Columbus 13,546 942 3,360 5,726 28,934 4,902 374 1,027 3,385 9,065 389 183 210 394 984
DC 147,736 22,765 26,593 9,348 233,029 N/A N/A N/A N/A N/A 507 121 152 403 966
All 237,996 83,178 94,634 68,441 533,345 44,370 35,114 12,731 28649 113136 1,415 895 856 1,611 3,886

Project Sidewalk is deployed in 10 cities across the United States, the Netherlands, and Mexico. For this paper, we used
data from three US cities: Seattle, Columbus, and Washington DC as well as one from Mexico: San Pedro Garza Garcia,
MX (SPGG). See Table 1. For each city, we created a test set by randomly selecting 250 crops from positively validated
labels of each feature type, manually correcting label sets when necessary and removing any indeterminable crops. Note
that this process led to a few test crops with empty label sets (e.g., a crop of a passable sidewalk we determined didn’t
have any of the four feature types present). No validation data exists for Washington DC as the validation pipeline did
not exist during DC’s deployment.

3 EXPERIMENTS

Framework. Our classification framework consists of four independently trained binary classifiers that each check
an image for the presence of one of four sidewalk accessibility features: curb ramps, missing curb ramps, obstacles,
and surface problems. For each classification model, we employ HRNet-W48 [18]–one of the top performing models in
streetscape vision benchmarks [3, 14]. The model is fine-tuned using pre-trained weights from the HRNet trunk used by
Hosseini et al. in their CitySurfaces framework [10]. Fine-tuning with CitySurfaces’ weights led to faster convergence
and better performance than using out-of-the-box models like EfficientNet [17] pre-trained on ImageNet [4].

Training Strategy. For each feature type, we binarized the train and test set such that each crop is considered positive
if its label set contains the feature and negative otherwise. We then reserved 20% of the train set for the validation set
as is standard in the CV literature. We observed that our post-binarization train sets were often imbalanced, so given 𝑝

positive and 𝑛 negative train crops, we sampled min(𝑝, 𝑛) positive and negative crops without replacement per epoch to
avoid overpredicting the majority class. We trained our classifiers on the crops using cross-entropy loss as our criterion,
optimizing the loss with stochastic gradient descent. The hyperparameters used were a base learning rate of 0.01, a
momentum of 0.9, and a weight decay of 1e-6 — similar to [10]. We trained for 10 epochs, using a stepwise learning rate
scheduler that halved the learning rate every 3 epochs to ensure convergence.

3.1 Baseline

To establish a baseline for our two experiments, we trained/tested binary classifiers per city on their respective unfiltered
datasets (Table 2). We use three primary measures of performance across experiments: precision, which is the fraction
of positive predictions (model predicts the feature is present) that are correct; recall, which is the fraction of actual
positives (feature is present) correctly identified; and accuracy, which is simply the fraction of correct predictions out of
all predictions.
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Table 2. Baseline precision, recall, and accuracy for curb ramps, missing curb ramps, obstacles, and surface problems for each city.

Precision (%) Recall (%) Accuracy (%)

City CR MR O SP CR MR O SP CR MR O SP

Seattle 89.1 85.1 53.0 92.1 85.1 89.8 77.4 64.4 91.9 93.2 87.1 85.4
SPGG 79.6 82.5 68.1 81.9 74.6 88.4 60.8 52.2 90.4 89.5 75.2 71.3
Columbus 81.5 62.4 57.0 88.9 86.3 62.1 73.7 61.3 86.9 86.1 82.6 81.5
DC 88.5 45.1 42.6 85.1 85.0 76.7 74.8 41.3 86.3 85.5 80.3 72.6

Overall, we found that our binary classification approach resulted in an of average 73.9% precision, 72.1% recall, and
84.1% accuracy across the four cities. The cities with the most training data performed the best. For example, Seattle
yielded 79.8% precision, 79.1% recall, and 89.4% accuracy. In terms of label types, we could detect curb ramps most
accurately with 84.7% precision, 82.7% recall, and 88.7% accuracy across the four cities—similar to prior work [19].

To more closely examine model performance, we visually assessed a subset of false positives/negatives for each
binary classifier (Figure 1). A common source of error was the presence of other features in the crops; about 25% of
all false negatives for curb ramps, missing curb ramps and surface problem involve an obstacle either blocking the
view or nearby. We speculate that this is due to label sparseness; some train crops include other features that weren’t
caught by crowdsourcers, so they become negative examples for features they actually contain. Other mistakes include
labeling driveways as curb ramps, labeling features not on a sidewalk as obstacles or surface problems, and failing to
label features due to shadows and discoloration—as also identified in [19].

Fig. 1. To qualitatively examine model performance, we assessed up to 50 false positives and 50 false negatives of each label type
(294 total). We group the mistakes and present the three most common types for each category above.

3.2 Experiment 1: Effect of Validated Data on Model Performance

To address R1, we constructed a classification framework per city, trained the models only on positively validated data,
and evaluated on an individual city’s test set (Table 3). As noted above, no validated data exists for DC, so this city was
excluded from Experiment 1.
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Table 3. Precision, recall, and accuracy from models trained on positively validated data, given in percentages per city for curb
ramps, missing curb ramps, obstacles, and surface problems.

Precision (%) Recall (%) Accuracy (%)

City CR MR O SP CR MR O SP CR MR O SP

Seattle 93.5 87.5 52.7 92.8 84.4 90.9 78.1 63.6 93.2 94.2 87.0 85.3
SPGG 86.6 81.3 68.4 77.2 74.2 88.1 47.6 55.0 92.0 88.9 72.8 70.4
Columbus 82.7 61.8 64.5 82.0 85.1 70.3 67.0 69.7 87.1 86.5 85.2 81.8
DC N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A

Overall, we found that compared to baseline, precision and accuracy for curb ramps increased but there were minimal
performance differences for other label types. We speculate that the lack of improvement is due to two challenges
inherent to our methodology: (1) subjectivity/nuance in validations and (2) decreased training set size.

Regarding the first challenge, obstacles require spatial contextualization (i.e., is the object actually blocking the
path?), which is often difficult to assess with only panoramic imagery. Additionally, some label types, like surface
problems, can vary widely in appearance and severity due to weathering, root uplifts, or other degradations, which
makes it challenging for both the classifier and human validation. An example of the second challenge was observed
in filtering the SPGG train data, which reduced the 53,361 obstacle labels to only 5,764 positively validated obstacles
(∼10.8%). Our model may not have had enough positive data to properly learn the variation in obstacles, resulting in
lower performance.

3.3 Experiment 2: Cross-city Model Generalization

To address R2, we ran two sub-experiments: (1) Train models on the aggregated train set over all cities and evaluate on
each city’s test set; (2) For each city 𝐶 , train models on the train sets for all cities except 𝐶 then evaluate on 𝐶’s test set.
The results are in Table 4.

Table 4. Precision, recall, and accuracy from models trained on all cities as well as with the city of interest excluded, given in
percentages per city for curb ramps, missing curb ramps, obstacles, and surface problems.

All Cities Combined Results One City Excluded Results

Precision (%) Recall (%) Accuracy (%) Precision (%) Recall (%) Accuracy (%)

City CR MR O SP CR MR O SP CR MR O SP CR MR O SP CR MR O SP CR MR O SP

Seattle 90.0 78.9 51.1 85.3 87.7 94.1 81.8 71.1 93.0 91.8 86.3 85.4 87.1 78.4 49.3 77.9 80.8 82.7 75.9 68.8 90.1 89.5 85.5 82.0
SPGG 83.7 73.5 61.9 76.6 83.3 92.5 78.6 64.4 92.9 85.9 74.4 73.3 64.0 82.5 71.6 76.2 76.6 46.6 42.0 62.0 85.7 78.1 72.7 72.2
Columbus 84.9 73.3 64.9 85.3 88.1 81.3 80.4 71.0 89.1 91.1 86.6 83.5 85.9 71.6 64.6 86.2 83.2 83.0 74.2 66.7 88.0 90.8 85.9 82.4
DC 89.5 42.7 42.5 88.2 87.7 83.3 84.8 40.8 88.2 84.1 79.7 73.1 90.9 46.6 45.8 80.3 84.4 63.3 60.9 42.5 87.4 86.4 82.6 71.7

Regarding sub-experiment 1, we noticed an overall increase in recall compared to the baseline. This suggests that
when models are exposed to more diverse examples of a given feature, they become more sensitive to the presence of
that feature and predict it more often. In general, this increase in recall was accompanied by a drop in precision, which
is a common trade-off when the model becomes too sensitive to the positive class, thus overpredicting it and resulting
in more potential false positives.

As expected in sub-experiment 2, we observed an overall decrease in performance across all label types. This is likely
due to the varying design elements and urban fabrics across cities. Consider Figure 2, an example false negative from
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the exclude-SPGG obstacle classifier. Terraced sidewalks are a frequent obstacle in SPGG. The exclude-SPGG model,
however, classifies the below as not containing an obstacle because most sidewalk obstacles in US cities are not stairs.

Fig. 2. A terraced sidewalk (a frequent obsta-
cle in SPGG).

Promisingly, Columbus doesn’t experience the reduced performance
mentioned above in either experiment. The exclude-Columbus framework
performs better than the baseline only-Columbus framework, perhaps due
to Columbus’s relatively small dataset and the similar infrastructure in
cities with more data. This suggests that for cities with little to no feature
data, we can supplement training data from other cities, particularly those
with relatively similar built environments to the test city. The all-cities
framework performs better on Columbus than both the baseline and the
exclude-Columbus framework, demonstrating how even a little data can

be fed into the training process to create a more generalizable framework that performs better on the city of interest.

4 LIMITATIONS AND FUTUREWORK

While these experiments yielded promising results, significant work remains.
Re-imagining Validation. Many feature types require more context for accurate classification (e.g., predicting

missing curb ramps requires inferences about where pedestrians are intended to cross streets). Fixed-size crops often
lead to features being cut off. The need for more context and analysis of our unprocessed data (panoramas with labeled
feature coordinates) suggests instead training on entire panoramas with coordinate metadata. Outputs would then be
predicted labels for unlabeled feature coordinates. Semantic segmentation can also be implemented as an improvement
to the reformulated object detection problem above to achieve more reliable and accurate results.

Ethical Bias. Can varying urban infrastructure in neighborhoods of differing socioeconomic standings lead to
within-city biases in automated assessment? Would less well-maintained sidewalk infrastructure in lower-income
neighborhoods lead to less accurate model predictions, resulting in a worse representation of the accessibility issues
in comparison to wealthier neighborhoods? Such questions call for a study of model performance within varying
socioeconomic regions to discover such biases and investigate solutions to address them if needed.

TrainingCrowdsourcers. A lack of validated data/noisy validations call for proper training and community outreach.
For example, initiatives like Project Sidewalk mapathons are training grounds that have the potential to generate a
large number of clean validations and promote awareness/knowledge of accessibility issues within communities.

Active Learning with Deployed Classifiers. User quality scoring on crowdsourcing platforms can be used to
weight the impact of any particular training data point in training, with higher scores giving a user’s labels/validations
greater weight. Deployed classifiers can then be actively trained by using real-time audits/validations, weighting them
based on user’s score, and feeding them into the training pipeline to improve deployed classifiers.
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